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In a previous paper we presented a method for evaluating the generalized exponential integral function, $E_{v}(x)$, which is valid whenever $x>0$ and $v>0$. Here we extend the evaluation of $E_{v}(x)$ to the whole domain $(x>0, v \in R)$. In the case $x \geqslant 1$, we start from an initial value in the region of asymptotic calculation and then reach the required $E_{\nu}(x)$, making use of a suitable combination of Taylor expansions and recurrences, whenever $v \neq 0,-1$, $-2, \ldots$ Otherwise, the evaluation method for $E_{v}(x)$ is mainly based on recursive calculations starting from a suitable initial element calculated by means of proper analytical expressions. Computational accuracy has been tested and some results of interest for applications are given. © 1988 Academic Press, Inc.

## 1. Introduction

In applied sciences the problem of evaluating the following generalized exponential integral function [1] arises

$$
\begin{equation*}
E_{\nu}(x)=\int_{1}^{\infty} e^{-t x_{t}-v} d t \quad(x>0, v \in R) \tag{1}
\end{equation*}
$$

which, for positive integer values $n$ of the order $v$, reduces to the usual exponential integral $E_{n}(x)$ (see Ref. [2] for a recent review, Ref. [3] for alternative notation, and Ref. [4] for physical accounts). Exponential integrals, (1), for $v=-n$ correspond to the so-called molecular integrals $A_{n}(x) \equiv E_{n}(x)$ of quantum chemistry [5].

In physical applications, function $E_{v}(x)$ is related to angular asymmetries in 278
transport theory [1] applied, for instance, to reactor physics and radiative transfer, and in flow dynamics. Moreover, evaluation of the exponential integral is needed for a theoretical estimate of the energy spectra of prompt neutrons emitted in the fission reaction [6]; the generalized exponential integral of half-integer order appears when a thermal ( $1 / v$ ) energy dependence of the compound-nucleus cross section is considered [7] instead of an approximate constant value.

In addition to Eq. (1), the generalized exponential integral function can be defined [1] in terms of the incomplete gamma function, $\Gamma(a, x)$, as

$$
\begin{equation*}
E_{v}(x)=x^{v-1} \Gamma(1-v, x) \tag{2}
\end{equation*}
$$

For later use, it is advantageous to rewrite the relevant expression in Eq. (2) as

$$
\begin{equation*}
E_{v}(x)=\Gamma(1-v)\left[x^{v-1}-e^{-x} \Phi^{*}(1,2-v ; x)\right] \tag{3}
\end{equation*}
$$

where $\Gamma(a)$ is the usual gamma function, and $\Phi^{*}(a, b ; x) \equiv \Phi(a, b ; x) / \Gamma(b)$ the Tricomi version [8] of the Kummer function $\Phi(a, b ; x)$.

Equation (3) has been derived from Eq. (2) making use of the following relations [8]

$$
\begin{gather*}
\Gamma(a, x)=\Gamma(a)\left[1-x^{a} \gamma^{*}(a, x)\right] \quad(a \neq 0,-1,-2, \ldots)  \tag{4}\\
\gamma^{*}(a, x)=e^{-x} \Phi^{*}(1, a+1 ; x) \tag{5}
\end{gather*}
$$

where $\gamma^{*}(a, x) \equiv x^{-a} \gamma(a, x) / \Gamma(a)$, is the modified version of the incomplete gamma function $\gamma(a, x)$, which is an entire function of both $a$ and $x$.

Owing to the numerous applications mentioned above, the development of computational methods for $E_{v}(x)$ deserves some interest. To this end, in Ref. [9] we have presented a numerical method for $E_{v}(x)$, valid for $x>0$ and $v>0$, which has been tested with the algorithm $[10,11]$ for incomplete gamma functions, which resulted as the only procedure generally available for calculating generalized exponential integrals.

In this paper, we extend the above method in order to obtain an algorithm for evaluating $E_{v}(x)$, valid whenever $x>0$ and $v \in R$. Basic formulation for calculating generalized exponential integrals in the region $x \geqslant 1$ is shown in Section 2, together with the relevant computational scheme, while the background of the method for the case $x<1$ is described in Section 3. The efficiency of the present algorithm is confirmed by the accuracy of the results reported in Section 4, where the numerical features of the whole procedure are discussed.

## 2. Outline of the Method in the Region $x \geqslant 1$

In the case $x \geqslant 1$, the present method for evaluating $E_{\nu}(x)$ makes use of a suitable asymptotic formula, Taylor series expansions, and proper recurrences.

The relevant asymptotic expansion is that used in Ref. [9] for large positive values $s$ of the order $v$ and reads [12]

$$
\begin{equation*}
E_{s}(x)=\frac{e^{-x}}{x+s}\left[\sum_{l=0}^{k-1} s^{-l}(1+x / s)^{-2 l} h_{l}(x / s)+R_{k}(x, s)\right] \tag{6}
\end{equation*}
$$

where $\left\{h_{i}(u)\right\}$ are polynomials defined recursively by

$$
\begin{equation*}
h_{l+1}(u)=(1-2 l u) h_{l}(u)+u(1+u) h_{l}^{\prime}(u) \quad(l=0,1,2, \ldots) \tag{7}
\end{equation*}
$$

with $h_{0}(u)=1$, while $h_{l}^{\prime}(u)$ is the usual notation for the first derivative of polynomial $h_{l}(u)$.

In practice, the $h_{l}(u)$ are generated according to the scheme described in Ref. [9] (see also Ref. [13]). Furthermore, the functions, $R_{k}(x, s)$, satisfy suitable conditions (see Refs. [9,12] for the explicit expressions), ensuring that Eq. (6) is well grounded for sufficiently large values of $s$.

As regards the Taylor series expansion, the following expression is used

$$
\begin{equation*}
E_{\nu}(x-y)=\sum_{k=0}^{\infty} \frac{y^{k}}{k!} E_{v-k}(x) \quad(x>0, v \in R) \tag{8}
\end{equation*}
$$

which has been obtained from the Taylor series

$$
\begin{equation*}
E_{v}(x-y)=\sum_{k=0}^{\infty} \frac{(-y)^{k}}{k!} \frac{d^{k}}{d x^{k}} E_{\nu}(x) \tag{9}
\end{equation*}
$$

taking into account the following differential formula [1]

$$
\begin{equation*}
\frac{d^{k}}{d x^{k}} E_{\nu}(x)=(-1)^{k} E_{\nu-k}(x) \tag{10}
\end{equation*}
$$

Function $E_{v-k}(x)$ in Eq. (8) can be generated recursively by means of the relation [1]

$$
\begin{equation*}
E_{r}(x)=\frac{1}{x}\left[e^{-x}-r E_{r+1}(x)\right] \tag{11}
\end{equation*}
$$

whatever the index $r \in R$.
In the present method, recurrence (11) (which, for $r=0$, reduces to the known expression $\left.E_{0}(x)=e^{-x} / x\right)$ is also used for evaluation of $E_{v}(x)(v=0,-1,-2$, $-3, \ldots ; x>0$ ) using $E_{0}(x)$ as starting element.

Furthermore, the proposed algorithm for $E_{v}(x)$ involves the use of the forward recursion

$$
\begin{equation*}
E_{r+1}(x)=\frac{1}{r}\left[e^{-x}-x E_{r}(x)\right] \quad(r \neq 0) \tag{12}
\end{equation*}
$$

The above expressions are properly inserted into a suitable computational procedure in order to evaluate $E_{v}(x)$ in the region ( $x \geqslant 1$ ). More precisely, apart from the case $E_{-v}(x)(v=0,1,2, \ldots)$, considered above, the sought-for evaluation of $E_{v}(x)$ when $x \geqslant 1$ is performed according to the following procedure.

First, we are involved in determining a suitable key element, $E_{v^{*}}\left(x^{*}\right)$, which is evaluated asymptotically, via Eq. (6) and used as starting point of the procedure to find $E_{v}(x)(v \neq 0,-1,-2, \ldots ; x \geqslant 1)$. The corresponding order, $v^{*}$, and argument, $x^{*}$, are positive values related to the required $v$ and $x$ by

$$
\begin{equation*}
v^{*}=x^{*}=\bar{v}+k, \tag{13}
\end{equation*}
$$

where $k=0$ or $k=\left[x_{a}\right]-[\bar{v}]$ according as $x \geqslant x_{a}\left(x_{a}\right.$ being the lower bound of the "asymptotic" region) or otherwise, and $\bar{v}$ reads

$$
\begin{equation*}
\bar{v}=[x]+D+1-H(v)+v-[v] . \tag{14}
\end{equation*}
$$

Here [ $w$ ] denotes the truncated part of $w, H(v)$ is the Heaviside step function, and the constant $D=1$ when $(1-H(v)+v-[v])<(x-[x])$, and $D=0$ otherwise.

At this point, if $v^{*} \neq \bar{v}$, i.e., $k \neq 0$, we apply $p$-times (with $p=0,1, \ldots, k-1$ ) to the following procedure (also sketched in Fig. 1a), in order to obtain $E_{\bar{v}}(\bar{v})$ :
(I) Compute $E_{v^{*}-p-1}\left(v^{*}-p\right)$ by a single step of backward recursion, Eq. (11), using $E_{v^{*}-p}\left(v^{*}-p\right)$ as the initial value.
(II) Starting from the previously calculated value of $E_{v^{*}-p-1}\left(v^{*}-p\right)$, iterate (for $q=0,1, \ldots, l-1$ ) the Taylor series expansion of $E_{v^{*}-p-1}(\tilde{v}-\bar{y})$ (with $\tilde{v}=v^{*}-p-q \bar{y}$ and $\left.\bar{y}=1 / l\right)$, until $E_{v^{*}-p-1}\left(v^{*}-p-1\right)$ is reached.

Once the value of $E_{\bar{v}}(\bar{v})$ has been obtained, we make use of different computational steps, depending on whether $v \geqslant \bar{v}$ or $v<\bar{v}$.

In the former case, one proceeds as follows:
(a) Starting from $E_{\bar{v}}(\bar{v}), E_{\bar{v}}(x)$ is evaluated by means of Taylor series of $E_{\bar{v}}(\bar{v}-y)($ with $y=\bar{v}-x)$.
(b) Calculate $E_{v}(x)$ by forward recursion for $v>\bar{v}$, using $E_{\bar{v}}(x)$ as initial value.

Otherwise, i.e., when $v<\bar{v}$, we apply the following computing steps:
(a') Compute $E_{\bar{v}-1}(\bar{v})$ by a single step of backward recursion, using $E_{\bar{v}}(\bar{v})$ as the initial value.
(b') Starting from $E_{\bar{v}-1}(\bar{v})$, evaluate $E_{\bar{v}-1}(x)$ by means of the Taylor series of $E_{\bar{v}-1}(\bar{v}-y)$.
(c') Compute $E_{v}(x)$ by backward recursion for $v<\bar{v}-1$, using $E_{\bar{v}-1}(x)$ as the initial value.

Figure 1 b illustrates the above procedure from $E_{\bar{v}}(\bar{v})$ to $E_{\nu}(x)$, which is the only one needed when the required $x$ lies in the "asymptotic" region ( $x \geqslant x_{a}$ ). In actual computations $x_{a} \simeq 20$.


Fig. 1. (a) Scheme of the preliminary computational procedure (from $E_{v^{*}}\left(v^{*}\right)$ to $E_{\bar{v}}(\bar{v})$ ) for evaluating $E_{v}(x)$, required when $v^{*} \neq \bar{v}$ : $\boldsymbol{\Delta}$ : starting asymptotic value, Eq. (6); $O$ :computed by backward recursion, Eq. (11); : computed by Taylor expansions, Eq. (8). (b) Schematic representation of the basic computational procedure for $E_{v}(x)$, starting from $E_{\bar{v}}(\bar{v})$ (see Eq. (14)); : computed by Taylor expansions, Eq. (8); $O$ : computed by backward or forward recursions, Eqs. (11), (12); $\diamond$ : searched value.

## 3. Background of the Procedure in the Region $x<1$

In the case $x<1$, the generalized exponential integral, $E_{v}(x)$, is evaluated recursively. Apart from the case $E_{-v}(x)(v=0,1,2,3, \ldots)$, considered above, we start from an initial element, $E_{v_{0}}(x)\left(v_{0}=1-H(v)+v-[v]\right.$ for $v \neq[v]$ and $v_{0}=1$ otherwise), obtained by means of different series expansions according as $0<v_{0} \leqslant d$ ( $d=0.9$ ), or otherwise.

In the former case, the adopted series representation is the same as in Ref. [9] and reads

$$
\begin{equation*}
E_{v}(x)=\Gamma(1-v)\left[x^{v-1}-e^{-x / 2} \sum_{m=0}^{\infty} a_{m}(x / 2)^{m} \xi_{m+1-v}(-v x / 2)\right] \tag{15}
\end{equation*}
$$

where the coefficients $a_{m}$ can be generated recursively by

$$
\begin{equation*}
(n+1) a_{n+1}=(n-v+1) a_{n-1}+v a_{n-2} \quad(n=2,3, \ldots) \tag{16}
\end{equation*}
$$

with $a_{0}=1, a_{1}=0$, and $a_{2}=1-v / 2$.
The Tricomi functions [8], $\xi_{g}(t)$, are defined by

$$
\begin{equation*}
\xi_{g}(t)=\sum_{k=0}^{\infty} \frac{(-1)^{k}}{\Gamma(g+k+1)} \frac{t^{k}}{k!} \tag{17}
\end{equation*}
$$

or in terms of the Bessel functions, $J_{g}(z)$, by

$$
\begin{equation*}
\xi_{g}(t)=t^{-g / 2} J_{g}(2 \sqrt{t}) \tag{18}
\end{equation*}
$$

and are entire for every value $g \in R$.
By introducing expansion (17) into Eq. (15) one gets the more explicit expressions

$$
\begin{align*}
E_{v}(x) & =x^{v-1} \Gamma(1-v)-e^{-x / 2} \sum_{m, k=0}^{\infty} a_{m}(x / 2)^{m+k} \frac{v^{k}}{k!(1-v)_{m+1+k}} \\
& =\frac{1}{(1-v)}\left[\frac{\Gamma(2-v)}{x^{1-v}}-e^{-x / 2} \sum_{i=0}^{\infty} \frac{(x / 2)^{i} v^{i}}{i!(2-v)_{i}} \sum_{m=0}^{i} \frac{a_{m}}{v^{m}}(i-m+1)_{m}\right] \tag{19}
\end{align*}
$$

where $i=m+k$, and $(\mu)_{h}$ is Pochhammer's symbol defined as

$$
(\mu)_{h}=\mu(\mu+1) \cdots(\mu+h-1)
$$

The representation (15) has been obtained by means of the expansion [8]

$$
\begin{equation*}
\Phi^{*}(1,2-v ; x)=e^{x / 2} \sum_{m=0}^{\infty} a_{m}(x / 2)^{m} \xi_{m+1-v}(-v x / 2) \tag{20}
\end{equation*}
$$

which, introduced into Eq. (3), gives the sought-for series representations of formulae (15)-(19).

Otherwise, i.e., when $d<v_{0} \leqslant 1$, we adopt for the starting element, $E_{v_{0}}(x)$, the series representation used in Ref. [9], which has been obtained from the expansion

$$
\begin{equation*}
E_{v}(x)=-x^{v-1}\left[\frac{g(1-v)}{1+(1-v) g(1-v)}+\frac{x^{1-v}-1}{1-v}\right]-\sum_{m=1}^{\infty} \frac{(-1)^{m} x^{m}}{(1-v+m) m!} \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
g(z)=\left[\frac{1}{z \Gamma(z)}-1\right] / z=\gamma+\sum_{m=1}^{\infty} b_{m+2} z^{m}, \quad|z|<1 \tag{22}
\end{equation*}
$$

$\gamma$ is Euler's constant and $b_{j}$ are the coefficients of the power series for $1 / \Gamma(z)$, which have been tabulated in Ref. [14].

From expansion (21) we easily obtain the sought-for representation of $E_{v}(x)$ on ( $d<v_{0} \leqslant 1$ ) by making use of the relations [ 10,11 ]

$$
\begin{align*}
\frac{x^{1-v}-1}{1-v} & =\frac{e^{(1-v) \ln x}-1}{(1-v) \ln x} \ln x \\
& =\left\{1+\sum_{m=1}^{\infty} \frac{[(1-v) \ln x]^{m}}{(m+1)!}\right\} \ln x \tag{23}
\end{align*}
$$

to be inserted into Eq. (21), respectively, when $|(1-v) \ln x| \geqslant 1$ or otherwisc. Once $E_{v_{0}}(x)$ has been so calculated, if $v \neq v_{0}$, the use of forward recurrence, Eq. (12), when $v>0$ (backward recursion, Eq. (11), when $v<0$ ), finally leads to the required $E_{v}(x)$. By also taking into account the results of Section 2, the generalized exponential integral, $E_{v}(x)$, can be evaluated in the whole region $(x>0, v \in R)$ by means of the proposed numerical method.

## 4. Numerical Results and Discussion

In the case $v>0$, the present algorithm is essentially similar to the one of Ref. [9], and the results of the related numerical analysis are still valid for the present procedure when $v>0$.

In particular, the adopted series representations have been properly used in the computational process in conditions ensuring stable recursive computations of $E_{\nu}(x)$, according to Gautschi's results $[15,16]$.

Moreover, the relevant series in Eq. (8) (for $y>0$ as in Section 2) and Eq. (19) (for $0<v<1$ ) are positive, so that achievement of convergence and error checks are easily determined.

In particular, coefficients $E_{v-k}(x)$ in Eq. (8) are positive functions for negative

TABLE I
Values of the Generalized Exponential Integral $E_{v}(x)$

| x |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $-1 / 2$ | -3/2 | -5/8 | $-7 / 2$ | -9/2 |
| . 050 | 7.86195267252753D+01 | $2.37761039024827 \mathrm{D}+03$ | 1.18899544100904D+05 |  | 7.49068859073246D+08 |
| 0.100 | 2.7396897135993 | 01831 | 09094154686 | 87343788220D+05 | 3951884410 $+0 \%$ |
| 0.150 | 1.46450941887402D+01 | 1.5218899506356 | 2.54222130423565D+03 | $5.932423515200815+04$ | 261342D+06 |
| 0.200 | 622186541504 | 653177560027 | 866012571542 | $1.62556458537853 \mathrm{D}+04$ | 9 |
| 0.250 | 6.514770484 | 4.220388 | 4.25153463 | 986369257476D+05 | 861669442Diob |
| 0.300 | 4.83482312481794D+00 | 2.66435096930288D+01 | 2.2449864.1510846D+02 | $2.62162021169547 \mathrm{P}+03$ | $267725695010 \mathrm{pro4}$ |
| 0.350 | 3.73730520133968D | $80304168335092 \mathrm{D}+01$ | 80208 | 003425664182D +08 | . 58453109789365 D 404 |
| 0.400 | 2.97578453798799D+00 | $1.28349921325441 \mathrm{D}+01$ | 8.18945009434895D+01 | 7.18252683370623D+02 | . 082018488034590103 |
| 0.450 | $2.42328950946514 \mathrm{D}+00$ | 9458247959884D | 5.4164631890864 | 2 | 3 |
| 0.500 | 2.00844081027197D +00 | 7.23838375024118D+00 | 3.74049800706311D+01 | a.63047921813843D+02 | 2.36864.4357644010*03 |
| 0.550 | 1.68835330139173D+00 | $5.65359956812378 \mathrm{D}+00$ | 2. $57471795103454 \mathrm{D}+01$ | 1.71258323811980D+02 | 402253467207800-03 |
| 0.600 | $1.435871343266198+00$ | 4.50436441832280D +00 | 1.96828711364992D+01 | $434356402 \mathrm{~L}+02$ | 2 |
| 0.650 | 1.23305289068618D+00 | 3.648654019677377 +00 | $1.48364320399299 \mathrm{D}+01$ | 8.06916275638703D+01 | $5.594374920218128+02$ |
| 00 | $1.067618960774998+00$ | 716849879106D+00 | 1355 | 042608096D+01 | 68D+02 |
| 0.750 | 9.30913934763359D-01 | $2.49164993984807 \mathrm{D}+00$ | 8.93532186981493D+00 |  | 06\%P+08 |
| 0.800 | 8.1 | 2.0 | 7. | $3.16333045533919 \mathrm{D}+0$ | . $78498909317976 D+02$ |
| 0.850 | 7.20295738296898D-01 | 56D+00 | $5.72034489292955 D+00$ | 40572015967084D+01 | 2 |
| 0.800 | 6.38278687785435D-01 | $1.51554187925417 \mathrm{D}+00$ | $4.66158261986224 D+00$ | $1.858022092139835+01$ | 9.35523486733698D+01 |
| 0.950 | 5.6 | 1.3038 | $3.83836344563544 \mathrm{D}+00$ | 1.45484348243984D+01 | 6.932073445605000 +03 |
| 1.000 | 5.072822335811773D-01 | $12880279188910 \mathrm{D}+00$ | 3.18988642089480D+00 | $1.15324819143011 \mathrm{D}+01$ | 3 |
| 1.100 | 4.08625435451212D-01 | 8.59826578977180D-01 | $2.25676139194639 \mathrm{D}+00$ | 7.48321450500949D+00 | 3.09157603238553D+01 |
| 1.200 | 3.32796449580468D-01 | 6.66990738569086.D-01 | $640559215279100+00$ | 5.03595955449087D+00 | 1 |
| 1. 800 | 2.73 | 5. 252558283706851 | 1.219747203046\%10+00 | 3.493574618228857 400 | 01 |
| 1.400 | 2.265719887769270 | 4.18896350790712D-01 | 9.24169957798847D-01 | $2.48656558302684 \mathrm{D}+\mathrm{CO}$ | 8.16867291968741D+00 |
| 1.500 | 1.88980312577575D-01 | 7673752676528D-01 | 15 | ,80902050518301D+00 | 0 |
| 1.600 | 1.5843078 | 74714181254395D | $5.55426231958652 \mathrm{D} \cdots 01$ | 1.34118020615183D+00 | $3.89825465354870 \mathrm{D}+00$ |
| 1.700 | $1.33528151556880 \mathrm{D}-01$ | 527 | 01 | $1.01077960050308 \mathrm{D}+00$ | 0 |
| 1.800 | 1.13 | 1.8602 | 3.502uT273720826D-01 | 7.72792303469153D-01 | 2.02382097433154.D+00 |
| 1.900 | 9.60635683687450D-02 | 1. $545599851451335-01$ | 2.82088727413404D-01 | 5.98357455352394D-01 | 32D*00 |
| 2.000 | 4D | 3D-01 | 6D-01 | $4.68515826189381 \mathrm{D-01}$ | 0 |
| 2.200 | 6.01256 | 9.135984 | 1.54183073687021D-01 | $2.95656325575867 \mathrm{D}-01$ | $4 \mathrm{D}-\mathrm{m}$ |
| 00 | 4.458272733129390-02 | 6.56633517859805D-02 | 1.06198471980985D-01 | 6671918842858D-01 | 1 |
| 2.600 | 3.334140841752600-02 | 80218878485501-02 | 45304039140274D-02 | 01 | 1 |
| 2.800 | $2.51151159424787 \mathrm{D-02}$ | 3.51724059067629D-02 | 5.31218133543304D-02 | 8.81201462019194D-02 | 3305430478058101 |
| 3.000 | $1.903562070322310-02$ | 2.61134 | 3.83569392955932D-02 | $6.13454519674800 \mathrm{D-02}$ | 1 |
| 3.200 | 1.45049713733 | 1,953739407448051-02 | 2.80017778639ar3D-02 | 4.33651332819099D-02 | 7,37204074208253D-09 |
| 3.100 | 1.11048751063968D-08 | 17146126675030002 | 2.063623577333610 08 | 3.105\%82e1079316Di-02 | 60666059352-07 |
| 3.600 | 8.53 | - | 2 | 02 | 2 |
| 3.800 | 6.58535254827962D-03 | 8.48652649436448D-03 | 1.14702863400202D-02 | 1.64517826437464D-02 | 2.53694194086906x-02 |
| 4.000 | 0 | 6.45032280661189D-03 | 8.635361476315981-03 | 2 | 8 |
| 4.200 | 3. 95670518369137 | 4.98348448768256D-03 | 5.53673581179384D-03 | 9.01765477660860D-03 | .323414840938498-02 |
| 4.400 | 3. 079548906230520 | 3,84015074145778D-0.3 | 4,97220835379838D-03 | 6.74547025940063D-03 | 890803250643ED-05 |
| 4.600 | 2.40 | 2.968 | 3.79856798285834D-03 | $5.07539645318212 \mathrm{D}-03$ | 50243431294162-06 |
| 4.800 | 1.87850479422870D-03 | 2.30156338340898D-03 | 2.91326156407135D-03 | 3.83878385901453D-03 | 5.313390503089630-03 |
| 5. | 1.47167342983461D-03 | 1.78909142876748D | 8.24213511420083D-03 | 91708397975768D-03 | 972964981509001-03 |
| 6.000 | 4.458053503569490-04. | 5. $24426700366964 \mathrm{D}-04$ | 6.31636487930628D-04 | 7.815799807378590-04 | 9.993203483306710-04. |
| 7.000 | 1.39016662047 | 1.60058136946603D-04 | 1.8743847256014.8D-04 | 2.239850855021470-04 | 2.74259266259168D-a4 |
| 8.000 | 4.241370443380071-05. | 5.02603980691516D-05 | $5,76392028844239 \mathrm{D}-05$ | 7149978\%497494D-05 | 9704800-45 |
| 9.000 | 2.44372816850573D-05 | 1.61184140682534D-05 | $1.818953769525700-05$ | 2.078590955778660-05 | 2. 410515523896880 |
| 10. | 4.75708430161792D-06 | 5.253546621491171-06 | 5.853379616162148D-06 | 6.58867584731593D-06 | 50¢397107540662-06 |
| 20.000 | 4.055740259505360-10 | 1.109757350682185-10 | 1,169z9647755455D-10 | 1.2352003694791350-10 | . ${ }^{\text {a }}$ - |
| 30.000 | 3.17036808369034D-15 | 3.27772606046458D-15 | 3.39235149465211D-15 | 3.514981997322800-15. | 3.64643495587848D-15 |
| 40.000 | 4.07530458441777D-19 | 1.102408735738560-19 | 1.13098910980656D-19 | 1.16105011093097D-19 | 1.198706701302630-13 |
| 50.000 | 3.89569597400562D-24 | 3.974370695148000-24 | 4.05621823068544D-24 | 4.14143497207580D-24 | 4.230928843414665-2 |
| 60.000 | 1.47148136632498D-28 | 1.49620549460754D-28 | 1.5817603560580\%D-28 | 1.548187814552810-28 | 575532546540887-26 |
| 70.000 | 5.71949596398832D-33 | 5.80177453624067D-33 | 5.886420141878091-33 | $5.973534915534838-33$ | 6.06382686729673D-83 |
| 80.000 | 2. $27007811165886 \mathrm{D}-37$ | 2.29862819540037D-37 | 2.32789636603803D-37 | 8. $85790970052093 \mathrm{D}-37$ | 2.588686655477950-37 |
| 90.000 | 9.15476235222600D-42 | 9.25703784363767D-42 | 9.36159841120182D-42 | 9.46852063153610D-43 | 9. 57788.508677888746 |
| 200.000 | 3.73858471532888D-46 | 8. $77615474675068 \mathrm{D}-46$ | 3.814479844689600-46 | 3.8535.827ra584970-46. | 3.833487200697167-46 |
| 200.000 | 6. 936738413867200 mog | 6.971508171787690-90 | 7.006626485831030-00 | $7.042008507185730-00$ | 2.0ntesessmiacsim 90 |



Fig. 2. Function $E_{v}(x)$ versus $x(0 \leqslant x \leqslant 2)$ and $v\left(=1, \frac{1}{2}, 0,-\frac{1}{2},-1,-\frac{3}{2},-2,-\frac{5}{2},-3\right)$.
values of the index too, as deduced from Eq. (11), whose stability is well established. ${ }^{1}$

As regards the procedure in the case $v<0$, we note that its analytical background and related computational steps are similar to those in the case $v>0$.

Furthermore, we have it that, apart from the stages inherent in backward recursions, Eq. (11), the computing process still works on the range $(x>0, v>0)$. It follows that the numerical considerations made for the case $v>0$ are valid for the region ( $v \leqslant 0$ ) too.

Once basic aspects concerning the stability of the procedure have been so proved, its accuracy has to be tested.

To this end, the efficiency of the algorithm in case $v>0$ is proved by the results of the numerical checks presented in Ref. [9]. As for the accuracy of the method when $v<0$, comparisons have been made between the results of our procedure and the GAMMA algorithm of Refs. [10, 11].

More precisely, computed values of $E_{v}(x)$, obtained within the present approach for very many values of $v$ in the interval $(-100,0)$ and $x$ in $(0,100)$, have been

[^0]compared with the corresponding ones calculated by means of the GAMMA routine [11]. Results are in overall agreement.

Numerical values for a significant set of $E_{v}(x)$ functions are illustrated in Fig. 2. Moreover, results of interest for applications [7], concerning values of $E_{-n / 2}(x)$ (for $0<x \leqslant 200 ; n=1,3,5,7,9$ ), are presented ${ }^{2}$ in Table I for the sake of comparison with other algorithms. They have been obtained on an IBM 370/168 computer, working in double-precision, and are significant up to fifteen digits.

In conclusion, the present method allows reliable evaluation of the generalized exponential integral function, $E_{y}(x)$, in the region $(x>0, v \in R)$.

Note. A FORTRAN version of the code, ERA, is available upon request from the authors.
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[^1]
[^0]:    ${ }^{1}$ Recursions (11), for negative values of the index, are stable since the involved recurrence is positive.

[^1]:    ${ }^{2}$ The limit values as $x$ approaches zero for fixed $v$ are $E_{v}(0)=\infty$, for $-\infty<v \leqslant 1$; and $1 /(v-1)$, for $v>1$.

